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SKA-Low's first glimpse of the Universe

* 17 March 2025

r0.12

* Image from the international SKA Observatory’s
telescope in Australia

* First four connected SKA-Low stations

+ 1,024 of expected 131,072 antennas

0.08

Radio image of ~ 25 square degrees

Each ‘dot’ a Galaxy, contains a supermassive black hole

0.06

Dec (j2000)
Flux density (Jy/beam)

» 150,000 pixels in current image to
~ 21 million pixels at final construction

0.04

“This image was taken using the first four 0.02

completed antenna stations at Inyarrimanha
ligari Bundara, the CSIRO Murchison
Radio-astronomy Observatory. Produced
using only 1,024 of the planned 131,072
antennas — less than one per cent of the full
telescope — it shows an area of sky ' : )
equivalent to approximately 100 full moons. 530" 247 1e™ 127
85 of the brightest known galaxies in the RA (J2000)

region can be seen. It's calculated that the

completed SKA-Low will eventually be https:{l/www.skao.int/en/news/621 /ska-low-first-glimpse-universe .

0.00

sensitive enough to show more than
600,000 galaxies in the same frame.”




Construction Activities — Dish Structure - AA0.5

= Jackscrow & Salety net & cabling installation & integration testing complete
= BigLin

= Commissioning / site acceptance ongoing « Cabling in preparation for Power On /
-Photogrammaetry, Foed Indexer commissioning, electrical Certificate of Compliance
?::’lz:‘l"’ tuning, power Measiemonts, Saivo - Sub reflector, Feed Indexer, AZimuth & elevation
- Officiet CETCS4 Site Acceptance Test will start {April) 10 unit instaliation and encoder adjustment work .
« SKAO guslification prior to handover to DISH AV team in progross * Panel installation and day time photogrammetry
= Working a plan to do filter cabinet installation via door/hatch prior to Big Lift
A (no Drive System on site)

SKA - Mid - construction is underway! uk ’ SR@




UK SKA Regional Centre

UKSRC’s mission is to maximise that the UK’s return on the UK’s SKAO investment.
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UKSRC
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UK Science community Global SRCNet
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UK SKA Regional Centre

Support and enable UK radio Contribute to delivery of
astronomy research by providing a SRCNet with the necessary
new UK digital research — u k | SR@ -—p  capabilities and capacity to
Infrastructure, science support, and support SKAO science.
training ecosystem

SKAO Regional Centre United Kingdom

UK pledges ~20% of the
resources needed for the

SRCNet globally.
W UNIVERSITY OF () THE UNIVERSITY W Durh
urham University of
» CAMBRIDGE & of EDINBURGH University Hoversmy o UM

% Science and
Technology . s :
Facilities Council | Scientific Computing
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SRCNet work is critical for SKAO delivery

Federated and controlled access to SRCNet services to support data discovery and analysis of SKA
data in the global SKA Archive e.g.

User accounts, single sign on (AAA)

Provides the portal for scientists

Delivers Data Products to Science Users

Global archive of data and enable creation and storage of Advanced Data Products

Provide the resources needed AKA - Preparing to deliver Science Platforms for science ‘beyond the laptop’

SRC|Net

SKAO Regional Centre Network

SKA Regional
Centre

SKA Regional
Centre

SKA Regional

Centre

uk | SRC

SRCNet is the only gateway for the science user communities to access the SKAO data and do science...



SRCNetv0.1:ini

SRCNet v0.1 represents the initial
functional prototype release.

* 8 countries expected to participate in v0.1.

* Minimum goal of 4 deployed Nodes:
* other Nodes integrated when ready.

* ‘Engineering Prototype’: Internal users
only, providing:

Common authentication and authorisation
* Use of Test (i.e random / simulated) data
* Dataingestion
 Data discovery
* Data distribution and replication
* Data access
* Basic data analysis
(e.g. visualisation / notebooks)

* Also to continue to develop pipelines,
workflows, benchmarking and profiling

tial prototype

APls. Enable technical tests of
the architectural
implementation. [Added c.f.
document]

(Potentialy Opportunity to
engage SRCNet with AAQ.5
data transfer and access.)

Data dissemination to SRC nodes

. Data can be accessed through a prototype data lake

. Data replication. Data can be moved to a local SRC area where
non-connected local interactive analysis portals (notebooks)
could allow basic analysis

. Unified Authentication System for all the SRCs

. Visualisation of imaging data

Milestone Description SRC Net Functionality Scope (users)
SRCNet v0.1 First version of SRCNet sites Test data (and some precursors data) disseminated into a SRC ART members
First quarter of deploying common services prototype SRC Net

2025 and connecting via SRCNet Data can be discovered through queries to the SRC Net Members of SKA

Commissioning team
(potentially, but not
required)

uk | SRC




SRCNet 0.1

9

2025

The SRCNet Timeline

Rosie Bolton

~ N N N N N7 N_KF

SRCNet 0.2
Q12026

Milestone passed!

7 nodes now, 2 more
ready for testing

Test campaigns already
taking place

Data movement between
sites centrally managed

Data ingestion at SDP
location in Perth

Internal version,
testing architecture

Workflow portability
Federated Execution
Data Access controls

Integration with SKAO
user ID proven

Realistic data ingestion
and dissemination

Testing SV user
workflows at scale

Prove ability to support
SV use cases at scale

SRCNet 0.3
Q4 2026

Public version, as an
integral part of SV.

SRCNet part of the end
to end SKAO system

Access granted to limited
number of users,
depending on resource
availability.

MoUs to govern data and
resource sharing

System ready to

support SV users

SRCNet 1.0
2028

Full version of SRCNet
software

Hardware scale
continuing to develop as
SKAO science data
volumes grow

Access fully integrated
with SKAO Proposal
System, hand-in-hand
with successful proposals.

Full public SRCNet
release

VaVaVa



Rosie Bolton

SRCNet 0.1 is internal to the project

So why is it exciting? Proof of concept established across many sites

Millions of global
data transfers
made in test
campaigns already

SRCNet 0.1

2025

Milestone passed!

8 nodes now, 1 more

Key:
ready for testing

e 0.1 nodes (Spain,
Switzerland, SKAO,
Sweden, UK, China,
Japan, Canada)

e pending node (Italy)

e SKAO ingestion site

Test campaigns already
taking place

Data movement between
sites centrally managed
(Pawsey)

Data ingestion at SDP
location in Perth

- Centrally managed data archive of 3 PBytes total now

Internal version,

testing architecture -» Ingestion of data from an SDP site (Pawsey) on SKAO resources

- Trust between sites allowing resources to be integrated

* Canada passed tests on 17th June!




SRCNet0.1 Node Completion

SRCNet v0.1: ukSRC Deployment

* Forv0.1 , consolidated the B Core Site STFC-Cloud
deployment at RAL (4PB usable '

Ceph storage) T

* Supported by teams from across = 8 &
UK u |

* Use of existing site deployment
tooling for xRootD

* New dedicated hardware, network
and Ceph cluster

 For local SRCNet Services:
Kubernetes based




UKSRC provides global services which
enable federation of SRCNet v0.1

* SKA IAM has been increasingly implemented as part of testing processes and workflows, and the service is now up to 174
users.

* The perfSONAR mesh is a required service for SRCnet v0.1. This mesh has successfully shown results to and from all the sites
deemed for v0.1 readiness and will be used to compare results from the subsequent test campaigns. This mesh currently
shows results from seven SRC nodes for bandwidth, latency, and the trace path.

* The FTS integration with SKA IAM & Rucio was completed during September 2024. For the past six months since then, FTS
has been used throughout SRCNet data movement activities, including the current test campaign - where FTS is a core
component.

Bandwidth testing SKA
Packet loss tests

e SKAO running Rucio on the STFC-cloud e

Welcome to SKA IAM Prototype

uk | SRC

SKA perfSONAR mesh (18/03/2025, Matthias Mayer) P E—




Contributing to SRCNet Software Stack
Development

Use of SODA Cutout service, and further analysis in CARTA
(Cube Analysis and Rendering Tool for Astronomy)

Science Gateway: query catalogue, perform Data Containerized science app
management, access notebooks

Execution Broker: common interface for job
submissions across various compute platforms.

‘ Science Gateway ‘ ‘ Workflow Execution ‘ ‘ ExecutionBroker ‘ | SoftwareDiscovery ‘ ‘ DataDiscovery H DataManagment ‘
discoverData(criteria) e.g. TAP, Cone, SIAP etc
S —
gzt:aovery *meladataﬂ { obs_publisher_did, content-type }
getOffers(workflow)
— > getSoftware(software-id) N
Software { cores, memory, etc } {]
discovery =
getReplicas(produftt_id)
— —>
- replicas[] I
getOffers(workflow)
i
YES/NO, offers[]
YES/NO, offers[]
L

i Dave Mortis
7t April 2025 dave.morris@manchester.ac.uk


https://www.bing.com/ck/a?!&&p=e199af998a103794ae261ceae3b8cf15cd807dc5d1c252ebed1d553c6df63cf1JmltdHM9MTc0MTA0NjQwMA&ptn=3&ver=2&hsh=4&fclid=2e4d1e90-7903-62ab-2889-0cfe78336385&psq=astronomy+carta&u=a1aHR0cHM6Ly9jYXJ0YXZpcy5vcmcv&ntb=1

* SRCNet v0.1 Data movement campaigns
capture and inform current and future architectural

Next steps

decisions

* SRCNetv0.2

Adds in Federated job execution

User Storage

Preparations for Science Verification:

Workloads

Data dissemination
Selected scientists have access

SRCNet v0.3
Increased sets of functionalities
Increased usage by Science

communities

More Science verifications and
additional workloads

rgel ard Cnservesten
Ape/May 2025

g wian e
Warkfows wnd Duts

June/ Jly 2025 Tmcameresg Resdts

Jo—

May 2025 July 2025

Apr 2025
Networt and Sorage Metwan 2od Saorage
Pertervarce Dreee Podtwwwrre Brabatabty and ress
Avrvas 1ol Tusa
Miesione Dencrption AL Net Functionslty Scope users)
SRCNet V0.2 AA] and Commssoning ®  Data disemination using telewcopes sites interface Selected scentty from
Frut guarter JO26 . First wersan of federatnd Son Access o operations | communty
ON Gata using services and the possiilty to Mvole execution Into
# refevant SRC Members of Scierce
. wmdwm-mmmmm\ Operation
o Tt A ® madel ¥ tation
& Ler siorage areas SBC ART meambers
. Viualsaton of imaging and tme senes data through remase

operations
o Prepanation of SACNet Lser Support

Milestone Descrigtion SAC Met Functionality Scope tusens)
Ath quarter 2024 Cycle O proposah, AAZ and . Imgrowed dats dasemnation Uie of avalable vtorage Scence verification
Science Verification ®  SKA preliminary data (and some precursors data) disseminated | commonty (public
Into & prototype SACKet accewn)
*  Upgraded federaind computing. Basc execution planner
Implem enatation and Move exocution to » selected SRC Members of Scesce
*  Upgrade of yuieet SOP workflows rurmabie = the SAC Operations
®  Prowvde acces 10 the Arst set of workllow templates for scence
anabysls (igha ADR) SAC ART members

®  ADPs ingestion system
o Spectral dats vausisation snd manguiation
o implemertation of SRCNet User Support

uk | SRC




UKSRC supporting the UK community

 SKAO is under construction, and SRCNet has no data yet

* The UKSRC wants to help support and prepare the UK astronomy community to develop
a facility informed by our future-users and maximise the science return from SKA.

* Supporting UK researchers using data from SKAO precursors and pathfinder telescopes

RS

=4 -

>

eMERLIN SKA pathfinder &
= precursor telescopes

MeerKAT

: uk | SRC

Credit: SKA Observatory



Supporting the UK Science Community

SKAO Science

Cosmology

Cradle of Life

And the science aligned with SKAQ. .. )

s

Extragalactic Gravitational
Spectral Line WENGES

.

High Ener
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Heliospheric &
lonospheric

Epoch of
Reionization
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HI Galaxy
Science

Transients

#y

Extragalactic
Continuum

Magnetism

Our Galaxy Physics
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UKSRC led team wins the Science Data Challenge 3b

* Charlie Walker led the Cantabrigians, who
scored top in the analysis of two synthetic data
sets released by the SKAO

« SDC3b challenge focused on inferring the
reionization properties of the Universe from
power spectra of the hydrogen-21cm signal
during the Epoch of Reionization, across
various redshift ranges.

* They developed robust methodology that can
be applied to real-world SKAO-Low
observations once the telescope is operational

* Thisis a key step in preparing the %lobal
community to tackle fundamenta
astrophysical questions using the SKA-Low
telescope.
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https://sdc3.skao.int/overview

Science Data Challenge 4 focuses on Magnetism


https://sdc3.skao.int/overview

Demonstrator cases / early adopter projects

UKSRC Benefits
Inform development of UKSRC architecture &
development

Users benefits
Access to compute resources
Workflows within UKSRC architecture

Incorporate new workflows
Ability to stress-test system with new

Science/development/tech support from UKSRC
Participate in the future direction and features in
UKSRC/SRCNet Community workflows and users

New science using UKSRC resources Cocreation Develop science support models

* Informing science user support services & community engagement

 High memory servers deployed and are in use in UCL, Durham, Manchester and
Cambridge

* Opportunity to “stress test’ the UKSRC facility as it develops

* Develops various reusable workflows and tools for now and future

uk | SRC

https://zenodo.org/communities/uk_skarc



https://zenodo.org/communities/uk_skarc

Early access...

supporting pathfinder & precursor

. "%
&
g : Pl &
ASKAP MeerkA
) ) )

Teams

* Gain experience of anticipated
SRCNet ways of working : compute is
cloud resources, storage is transient

* Generate workflows that make use of
cutting edge large datasets from
pathfinders and precursors

* Knowledge gained is directly
transferrable to the processing or
analysis of SKA data

* New science along the way!

science

Phase Acronym Description
1 LOFARINT Processing and dellvery of LOFAR2.0 international
station data
1 21CMMAP Late-time 21cm intensity mapping in autocorrelation
mode

1 MULTIWAVE Multi-wavelength datasets for radio continuum and Hl
surveys

1 SKAEOR SKA-EoR analysis demonstrator

Discovering Pulsars and Fast Transients through

2 PSRFAST Candidate Identification, Classification and Machine
Learning

2 PLANET Planet-Earth Building Blocks

2 CHEETARA Incoherent Radio Transients

uk | SRC




Example: Create A Machine Learning Toolkit for Pulsars
and Fast Transients (MALTOPUFT) N o o

* Delivery of a prototype single pulse candidate
lbatielli)ng web application (see screenshot
elow

* Integration with SKA |AM for authentication,
user identity management and integration
with SRC Net services

* Prototype data pipeline to load SKA precursor
archival data

« Data provenance

« Observation time period and Multiplicity of one Multiplicity of one
configuration @ % %

« Coherent and incoherent Optional Mandatory
beam and tiling

configurations . .
9 Credit: LucidChart
Candidate information Known sources
« Pulse properties (width, snr, « Known single and periodic
dm) pulse properties from existing
« Observation time catalogues
ML Label/annotation data
« Pulse properties (width, snr, « Application user profiles
dm) « Candidate label and labeller
« Observation time information

Designed a relational database schema to support all
current and some future requirements
Efforts to adhere to IVOA TAP service standards to enable

data discovery uk ‘ SR@




Sustainability: Profiling & Benchmarking

* Developingtools (ProfPyQueue) to lower the barrier for using
profilers with batch systems - such as Prometheus, likwid,
and Linaro Forge. And provides plotting functions for results
from the slurm profiling plugin

 Optimisations in code leading to better parallelism less
wait times and overall shorter execution

* Building monitoring into the platforms to allow users to

understand / develop for better use of resources
*Old code (top) vs new code (bottom).

. * Mean CPU utilisation in blue
Demonstrator case LOFARINT : developing at-scale e Colours represent different workflow steps

workflows to process international LOFAR2.0 data.

Profiling identified opportunities for optimization:

- Reduced time required to complete the microbenchmark on
the same hardware (24h = 13h)

uk | SRC

https://github.com/uksrc-developers/PyProfQueue



https://github.com/uksrc-developers/PyProfQueue
https://github.com/uksrc-developers/PyProfQueue
https://github.com/uksrc-developers/PyProfQueue
https://confluence.skatelescope.org/display/SRCSC/Upgraded+VLBI+CWL+Workflow

Developing UK science enabling services: Phase 3

Director's discretionary approval

Open call for demonstrat

Expanding Demonstrator
cases / early adopter scheme

1. Callsforcases

Application and Approval

| ——

v e = A e e
Rl S
e s S
enter F ; S?
2 r 3 — (2 ey oA d .I‘v"
g IR A A

2.
3. Active project phase
4.

Review and closure

Open call-cycle 1
Closed 6 June 2025

9 new demonstrator cases/
early adopter teams A i S

A prototype UKSRC user support helpdesk and ticketing system (credit |. Cimpan)

& uk | SRC




Summary

UKSRC will provide infrastructure and services
for UK radio astronomy in the exabyte era.

The UKSRC will increase the capacity of the
UK research community by providing:

e data access and curation
e software and tools for analysis
e support, training and careers pathways

This will maximise UK’s return on investment
in SKAO construction

Better support for
researcher-users

Researchers'
experience &
feedback from
using proto-
UKSRC

New research
ideas &
community

Better researcher-
user
understanding of
the technology &
their ability
to articulate
technical needs

lterative

development of
UKSRC’s

capabilities

Technical
prototyping and
testing

New technical
capabilities
available to
researchers

New leading-
edge hardware
and software
available from
vendors

uk | SRC




Science and
Technology
Facilities Council

20
B8 UNIVERSITY OF @ THE UNIVERSITY Durham University of
B CAMBRIDGE :',m 3 “\\\:}- 9] EDINBURGH ‘ ' [_Jniversi[y Hertfordshire u H

m & FZERR?L'?%’LWH Scientific Computing
Uk ‘ SR@ Pl Planning December 2024

. |
SKAO Regional Centre United Kingdom Visit our stand!

Mailing List: UKSKA-
SCIENCECOMMUNITY@JISCMAIL.AC.UK

https://www.uksrc.org/

https://www.skao.int/en/science-users
Register for SKAO updates

Join a SKAO Science Working Group
- PhD students welcome

l.chisholm@ucl.ac.uk

linkedIn: uk-ska-regional-centre-uksrc


mailto:l.chisholm@ucl.ac.uk
mailto:UKSKA-SCIENCECOMMUNITY@JISCMAIL.AC.UK
mailto:UKSKA-SCIENCECOMMUNITY@JISCMAIL.AC.UK
mailto:UKSKA-SCIENCECOMMUNITY@JISCMAIL.AC.UK
https://www.uksrc.org/
https://www.uksrc.org/
https://www.skao.int/en/science-users
https://www.skao.int/en/science-users
https://www.skao.int/en/science-users
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| ~SKA-Low 4 AA* x> SKA-Mid

307 Up to 16 subarrays, commensal Observations 14
. Two telem:opes frequency coverage of 50 MHz
Stations and 15.4 GHz Antennas

Up to 48

'
station beams | ) _ N
Spectral Line Pulsar Timing
Up to 1440

substations

. Pulsar Search Transient Buffer VLBI

. ~ Obhserving modes R
ST .-“/SKA will be highly flexible, complicated and delivered on .
’ ' an enormous scale. Plan to deliver highly processed .
Observatory Data Products adds to this complexity — we :
. expect to build up to the full set of capabilities over .
time
Mikm ) 36km
Max Baseline ™ Delivery of capabilities -~ Max Baseline

*108 km including SKAQQS
Shari Breen



SKAO milestones

P

Construction

https://www.skao.int/en/647/timeline-science

Community involvement starts]

Credit: 1. Heywood, SARAO

Commissioning Science Verification Cycle 0
e Building antennas, e SKAO activity A full dress rehearsal of the end-to-end e Shared-risk PI
dishes, roads etc! e Collaborative system for every mode of operation projects
e Followed by across system Once modes and pipelines are working, the e SRCNet
Assembly verification and community can submit target ideas resources ready
Integratio’n and science Data will be publicly available for scrutiny for user
Verification commissioning Build trust and fostering an early science e Proprietary
return periods
€
\GE i ! l l P
/'—-\ Now Now First half 2027 First half 2029 2030
& ' ' - =
- Now Soon First half 2029 First half 2031 2032



https://www.skao.int/en/647/timeline-science
https://www.skao.int/en/647/timeline-science
https://www.skao.int/en/647/timeline-science
https://www.skao.int/en/647/timeline-science

SKAO Operational Model holds

—@-5-0-®-®-®-

Quality Assessment Data Products SRCNet Products SRCNet Analysis

Data made public after the
appropriate proprietary period

e Data Capture

/Operatinnal model is to deliver (mostly) highly processed \
data products to the user community

This will hold through the rollout of capabilities

o Users may be tempted to request less processed data products as we build
towards full capability
o Anticipating placing a cap on the delivery of “under-processed” data

\ products as we rollout the full complement of capabilities /




Data products

Observatory Data Products (SKAO responsibility)

Observation-level data product

Calibrated data products generated by SKAO pipelines based on data from a single
execution of a Scheduling Block.

Project-level data product

Calibrated data products generated by combining several related observation-level data
products, delivering the requirements of the PI as outlined in their original proposal.

Advanced Data Products (created by users within the SRCNet)

User-created products from detailed analysis of Observatory data, often involving
visualization and comparison with other data.

_
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